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Mesh stabilization techniques for controlling the hourglass modes in under-integrated hexahedral and quadrilateral elements are described. It is shown that the orthogonal hourglass techniques previously developed can be obtained from simple requirements that insure the consistency of the finite element equations in the sense that the gradients of linear fields are evaluated correctly. It is also shown that this leads to an hourglass control that satisfies the patch test. The nature of the parameters which relate the generalized stresses and strains for controlling hourglass modes is examined by means of a mixed variational principle and some guidelines for their selection are discussed. Finally, effective means of implementing these hourglass procedures in computer codes are described. Applications to both the Laplace equation and the equations of solid mechanics in 2 and 3 dimensions are considered.

1. Introduction

Many explicit time integration codes employ quadrilateral elements in two dimensions and hexahedral elements in three dimensions with one-point quadrature [1–3]. Finite difference methods based on the contour integral technique [4] employ similar equations [5]. One-point quadrature provides tremendous benefits in nonlinear algorithms because the number of evaluations of the semidiscretized gradient operator, commonly known as the B matrix, and the constitutive equations, is reduced substantially. For example, in two dimensions, full-quadrature generally requires 4 integration points, while in three dimensions, it requires 8 quadrature points. Recent studies suggest that the rate of convergence of the one-point quadrature element is comparable to that of the fully integrated elements. Furthermore, the fully integrated continuum elements tend to lock if the behavior of the material becomes
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incompressible. For these reasons, and in view of the large additional cost, there appears to be little benefit in using full integration. While reduced-selective integration can overcome the difficulties associated with incompressible materials, it is just as costly as full quadrature.

The major drawback of one-point quadrature in these elements is a mesh instability often known as hourglassing. These were first recognized in the finite difference literature [6]. They are a special case of the phenomenon known in finite elements as kinematic modes or spurious zero-energy modes; see for example [7]. In static solutions they lead to singularity of the assembled stiffness matrix for certain boundary conditions. Numerous techniques have been developed for the control of the hourglass modes in the four node quadrilateral and the corresponding two-dimensional finite difference equations used in Lagrangian finite differences codes. One of the earliest of these is the technique developed by Maenchen and Sack [6] who added artificial viscosity to inhibit opposing rotations of the sides of the quadrilateral zone. A finite element version of the Maenchen and Sack antihourglass viscosity has been developed by Belytschko and Kennedy [8]. Alternative methods have been developed in [4, 9–11].

It has lately been recognized that the development of an effective hourglass control requires that the resistance be more general than a simple viscosity, and that care must be taken in developing the form of the hourglass generalized strains and stresses so that they are not activated in rigid body motion [10]. The requirement that the generalized hourglass strains and stresses vanish under rigid body motions can be considered an orthogonality condition, for it implies that the hourglass operator is orthogonal to rigid body motion. A simple, explicit form of this operator for both the 4-node quadrilateral and the 8-node hexahedron has been given in [11], where the hourglass operator was developed by subtracting the effect of the bilinear portion of the velocity field.

However, the development in [11] was not completely correct, although the hourglass operator developed in [11] does meet the correct conditions; see [12]. In this paper, the hourglass projection is obtained in an alternative manner by using the consistency requirements required for convergence and enforcing the condition that the rank deficiency of the discrete forms be completely eliminated.

A byproduct of this work is the recognition that any hourglass control which does not satisfy the consistency conditions does not meet the patch test [13]. Although the necessity and sufficiency of the patch test for convergence is not clearly established, it is widely accepted that elements that do not meet the patch test will have convergence difficulties. Thus, an hourglass control which fails to meet the patch test is not desirable, and it is shown in this paper that the hourglass controls of [1] and [6] do not meet the patch test.

For the sake of clarity, the Laplace (diffusion) equation will be treated first. It has the same characteristics as the two- and three-dimensional equations of solid mechanics, yet enables the salient features and characteristics of hourglass modes and their control to be clearly demonstrated. In the next section, the finite element formulation is given for the two-dimensional diffusion equation and the hourglass control is developed. Hourglass control parameters are then identified by a mixed variational principle for nonlinear problems. The control is then developed for three dimensions. Finally, it is shown that this procedure meets the patch test, whereas others do not.

In Section 3, the method is extended to solid mechanics. Hourglass parameters are again identified by a mixed variational principle. In this section, the implementation is described with operation counts. Modifications required for large displacement problems are described.
Some results obtained by this procedure are given in Section 4 for both linear and nonlinear problems.

2. *Hourglass control for Laplace equations*

2.1. *Governing equations and finite element formulation*

Throughout this paper, standard indicial notation will be used, so repeated subscripts imply summation over the range of that subscript. Lower case subscripts refer to Cartesian coordinates and have a range equal to the dimension of the problem, while upper case subscripts correspond to the nodes of the element and have a range equal to the number of nodes in the element. Subscripts which follow a comma denote spatial derivatives.

Consider the Laplace equation over the domain $\Omega$ with boundary $\Gamma$,

$$\alpha u_{,ii} + s = 0 \quad \text{in } \Omega ,$$

(1)

where $u$ is the dependent variable, $\alpha$ the diffusivity, and $s$ the dimensionless source term.

Equation (1) is obtained from the following:

- **Conservation law**: $-q_{,i,i} + s = 0$,

(2a)

- **Gradient equation**: $g_i = u_{,i}$,

(2b)

- **Constitutive law**: $q_i = -\alpha_i(u)g_i$.

(2c)

In addition, the definition of the problem requires a combination of essential and natural boundary conditions:

- $u_i = u_i^* \quad \text{on } \Gamma_u$,

(2d)

- $q_in_i = q_{n}^* \quad \text{on } \Gamma_q$,

(2e)

- $\Gamma_u \cup \Gamma_q = \Gamma , \quad \Gamma_u \cap \Gamma_q = 0$.

(2f)

where asterisks denote variables which are prescribed on the boundary. As is well known, see for example [14–15], the finite element discretization of (1) can be written as

$$Ku + f^{\text{ext}} = 0 ,$$

(3a)

where $K$ is assembled from the element stiffnesses $K^e$, and $f^{\text{ext}}$ are the external fluxes arising from $s$ and any prescribed boundary flux. The element stiffness is given by

$$K_{ij}^e = \int_{\Omega_e} \alpha N_{i,j}N_{j,i}dV ,$$

(3b)

where $\Omega_e$ is the element domain and $N_i$ are the shape functions which give the independent
variable in the element by

\[ u(x) = N_1(x)u_1, \]  

(4a)

where \( x \) are the spatial coordinates. The shape functions are given in terms of reference coordinates as shown in Fig. 1 by

\[ N_i = \frac{1}{4}(1 + \xi_i\xi)(1 + \eta_i\eta) \quad \text{(no sum on } I) \]  

(4b)

where \( \xi_i, \eta_i \) are the coordinates of node \( I \) in the reference plane, which is related to the physical plane by

\[ x_i = x_i N_i. \]  

(4c)

If we use these shape functions in conjunction with one-point quadrature of the right-hand side of (3) to evaluate \( K^e \), we obtain [16]

\[ K^e = \alpha Ab_ib_i^1, \]  

(5a)

where \( A \) is the area of the element and

\[ b_i = N_i, \]  

(5b)

with the right-hand side evaluated at the centroid of the element, so

\[ b_i^1 = \frac{1}{2A} [y_{24}, y_{31}, y_{42}, y_{13}], \quad b_2^1 = \frac{1}{2A} [x_{42}, x_{13}, x_{24}, x_{31}], \]

\[ A = \frac{1}{2}(x_{31}y_{42} + x_{24}y_{31}), \]

\[ x_{U} = x_I - x_J, \quad y_{U} = y_I - y_J, \]

(6)

with \( x_I, y_I \) the coordinates of the node \( I \).

Fig. 1. Reference and physical planes for 4-node quadrilateral.
Note that the matrix \( B \), given by

\[
B = \begin{bmatrix} b_1^1 \\ b_2^1 \end{bmatrix},
\]

is the discrete counterpart of the gradient operator, for the gradient in the finite element approximation is given by

\[
g = \begin{bmatrix} u_x \\ u_y \end{bmatrix} = Bu^e.
\]

We also define the flux matrix

\[
q = \begin{bmatrix} q_x \\ q_y \end{bmatrix},
\]

so the counterpart of (2c) for isotropic materials is

\[
q = -\alpha Ig.
\]

The following additional column vectors are useful:

\[
s' = [1, 1, 1, 1],
\]

\[
h' = [1, -1, 1, -1],
\]

\[
x_1' = x' = [x_1, x_2, x_3, x_4],
\]

\[
x_2' = y' = [y_1, y_2, y_3, y_4],
\]

where \( x \) and \( y \) are the nodal coordinates. It can be easily verified from (6) and (8) that

\[
b_i^1x_j = \delta_{ij},
\]

where \( \delta_{ij} \) is the Kronecker delta.

**Remark 2.1.** Equation (9) is an important necessary requirement for the rows of the gradient matrix \( B \). It is the counterpart of the consistency conditions in finite difference equations; the gradient of a linear field is evaluated properly only if it is satisfied.

Additional conditions which can easily be verified from (6) and (8) are

\[
b_i^1s = 0,
\]

\[
b_i^1h = 0,
\]

\[
s^1h = 0.
\]
For any nondegenerate quadrilateral, $b_i$, $s$ and $h$ are linearly independent and span the four-dimensional vector space $\mathbb{R}^4$. The basis vectors are shown in Fig. 2.

2.2. Hourglass modes and control in two dimensions

The orthogonality properties, (10), allow us to quickly examine the pathology which results from one-point quadrature. If we let the nodal values of $\mathbf{u}'$ for an element be given by $s$, then

$$g = B\mathbf{u}' = Bs = 0,$$

where the last step in the above follows from (5a) and (10a). This result is expected and in fact necessary since it indicates that for a constant field $\mathbf{u}$, the gradient vanishes. The one-dimensional space spanned by the vector $s$ will be called the proper null-space of $B$.

If we let $\mathbf{u}' = h$, (5a) and (10b) again show that $g = 0$. This result is quite expected since the field associated with these nodal values is obviously not constant. The contradictory nature of this result can be appreciated further by noting that for a square element, with all nodes at $+1$
and $-1$, $u^e = h$ corresponds to $u(x, y) = xy$, yet (7) and (10b) show that the discrete gradient of this field vanishes. The one-dimensional space spanned by $h$ will be called the improper null-space of $B$. The mode $h$ and the three other base vectors are shown in Fig. 2.

In the finite element literature of solid mechanics, modes such as $h$ are called spurious singular modes, or zero-energy modes. The latter term reflects the fact that these modes, while not rigid body modes, are not accompanied by any work on the element.

Mathematically, the above shows that the null-space, or kernel, of the discrete gradient operator $B$ does not coincide with the kernel of the continuous gradient. Since the dimension of $K$ is 4 and the kernel of the discrete and continuous gradient operators will coincide only if $B$ (and $K^e$) are matrices of rank 3.

This suggests that the pathology of this element may be eliminated by defining

$$\tilde{g} = \gamma^T u^e,$$

so that the $B$ matrix becomes

$$B^* = \{b_1, b_3, \gamma\},$$

with $\gamma$ chosen so that the rank of $B^*$ is 3.

The discrete gradient operator of (7a) performs properly on linear fields, which can be seen by letting $u^e = x$ or $u^e = y$ and using (9). To maintain this desirable property, $\gamma$ should not have any effect on linear fields. Therefore $\gamma$ will be chosen so that:

(i) for any nodal values associated with linear fields, $\tilde{g} = 0$; this assures the formal consistency of the resulting discrete equations with the differential equation;

(ii) if $u^e$ is in the improper null-space, $\tilde{g} \neq 0$, or in other words, $\gamma$ must span the complement of the proper null-space so that the rank of $K^e$ is 3.

To obtain $\gamma$, we expand it in terms of the base vectors of $R^4$ as follows:

$$\gamma = a_1 b_1 + a_2 b_2 + a_3 s + a_4 h.$$  \hspace{1cm} (14)

For an arbitrary linear field, the nodal values are given by

$$u^e = c_1 x + c_2 y + c_3 s.$$  \hspace{1cm} (15)

Substituting (14) and (15) into (12) and using (9) and (10), yields

$$c_1 (a_1 + a_3 s' x + a_4 h' x) + c_2 (a_2 + a_3 s' y + a_4 h' y) + c_3 (4a_3) = 0.$$  \hspace{1cm} (16)

Since the above must vanish for arbitrary $c_i$, it follows that

$$a_3 = 0, \quad a_1 = -a_4 h' x, \quad a_2 = -a_4 h' y.$$  \hspace{1cm} (17)

Using the above in (14) gives

$$\gamma = a_4 [h - (h' x) b_1 - (h' y) b_2].$$  \hspace{1cm} (18)
where \( a_4 \) is an arbitrary constant. Let \( a_4 = 1/A \), which gives

\[
\gamma = \frac{1}{A} \left[ h - (h'x)b_1 - (h'y)b_2 \right].
\]  

(19)

This \( \gamma \) differs in magnitude from that given in [11] but is otherwise identical. The choice of \( a_4 \) is of course completely arbitrary.

The generalized gradient \( \tilde{g} \) is associated with a generalized flux \( \tilde{q} \); the two are related by

\[
\tilde{q} = -\varepsilon \tilde{\gamma} = -\varepsilon \alpha \tilde{g},
\]

(20)

where the factor \( \tilde{\varepsilon} \) remains to be determined. The nodal fluxes are then given (note that the sign of the internal sources differs from \( f \) in (3) because it is an internal nodal flux) by

\[
f = -AB^{\ast} \begin{bmatrix} q_x \\ q_y \\ \tilde{q} \end{bmatrix} = -A(bq_i + \gamma \tilde{q}).
\]

(21)

Using (7), (13) and (20) and (21), yields the following form for the element matrix:

\[
K^e = \alpha Ab_i b_j + \tilde{\alpha} A \gamma \gamma',
\]

(22)

so that when \( \tilde{\alpha} = \varepsilon \alpha \), (22) becomes

\[
K^e = \alpha A(b_i b_j + \varepsilon \gamma \gamma').
\]

(23a)

The parameter \( \varepsilon \) is normalized [16] so that \( \varepsilon = 1 \) gives the exact conductance matrix for a rectangular element

\[
\varepsilon = \frac{1}{12} A^2 b_i b_j \varepsilon.
\]

(23b)

The above form was motivated by the decision to make the amplitude of the second term in (23a) proportional to the maximum eigenvalue of the element. An alternative normalization is proposed in Section 2.3.

REMARK 2.2. The second term in (23a) has been called the stabilization matrix in [17–18] because it eliminates the rank deficiency of \( K^e \) as evaluated by one point quadrature.

REMARK 2.3. When \( \varepsilon = 0 \), \( K^e \) is of rank 2 because it can easily be shown by using (10) and (22) that \( K^e h = K^e s = 0 \).

REMARK 2.4. When \( \varepsilon > 0 \), the element matrix is of rank 3.

2.3. Identification of hourglass control parameter

An important question in the application of the hourglass control procedure is the selection
of the parameter \( \tilde{\alpha} \) which relates the generalized gradient and flux, \( \tilde{g} \) and \( \tilde{q} \). For this purpose, a Hu–Washizu type variational principle is used. This approach is motivated by the equivalence principles [19–20] which show that for any element obtained by reduced integration of a single field variational principle, an equivalent element can be constructed from a mixed variational principle. Wempner [21] has previously constructed rectangular elements by this approach.

We consider an anisotropic nonlinear constitutive law

\[
q_i = -\alpha_{ij}g_j, \quad \alpha_{ij} = \alpha_{ij}(u),
\]

and it is assumed that \( \alpha \) is constant in each element. The weak form associated with the mixed variational principle takes the form

\[
\int_{\Omega} \left[ \delta g_i (\alpha_{ij}g_j + q_i) + \delta q_i (g_i - u_i) + \delta u_i q_i + \delta u_s q_i \right] d\Omega - \int_{\Gamma_q} \delta u_i q_i n_i d\Gamma = 0.
\]

The Euler–Lagrange equations for (25) are (2a), (2b) and (24) with natural boundary conditions (2e); \( u \) must be \( C^0 \), while \( q_i \) and \( g_i \) must be \( C^{-1} \). The \( C^0 \) interpolant for \( u \) can be written in the form

\[
u = a_0 + a_1 x + a_2 y + a_3 h(x, \eta),
\]

\[
h(x, \eta) = \frac{1}{A} A_x \eta.
\]

This form is complete and satisfies the continuity requirements. The nodal values of \( u \) are then given by

\[
u^e = a_0 + a_1 x + a_2 y + a_3 h.
\]

Premultiplying (27) by \( b_i \) and using (9) and (10) gives

\[
a_i = b_i^e u^e.
\]

Similarly, premultiplying (27) by \( h^i \) and using (28a) gives

\[
a_3 = \frac{1}{A} [h^i u^e - (h^i x_i) b_i^e u^e] = \gamma^i u^e.
\]

**REMARK 2.5.** The function \( h(x, \eta) \) has the following property:

\[
\int_A h_{,x} dA = \int_A h_{,y} dA = 0.
\]

The following approximations are used for \( g \) and \( q \):

\[
g = \{ \tilde{g}_x + \tilde{g}_h_{,x} \}, \quad q = \{ \tilde{q}_x + \tilde{q}_h_{,x} \},
\]

\[
g = \{ \tilde{g}_y + \tilde{g}_h_{,y} \}, \quad q = \{ \tilde{q}_y + \tilde{q}_h_{,y} \}.
\]
where superposed bars designate the constant fields associated with one-point quadrature. The above form is motivated by the fact that \( \mathbf{h} = xy \) for a rectangular element, so that the \( x \)-component of the gradient has a linear variation in the \( y \)-direction, while the \( y \)-component of the gradient has a linear variation in the \( x \)-direction.

Substituting (26a) and (30) into (25), using the same approximations for the test functions (variations), replacing the boundary term by \( \delta u^e f^e \), and using (29) to express \( \delta u_j \) in terms of \( \delta u^e \) yields

\[
\int_{\Omega} \left[ (\delta \tilde{g}_i + \delta \tilde{g}_j)(\alpha_{ij} \tilde{g}_j + \alpha_{ij} \tilde{g}_j^e + \tilde{q}_i + \tilde{q}_j) \\
+ (\delta \tilde{q}_i + \delta \tilde{q}_j)(\tilde{g}_i + \tilde{g}_j - b_i^e u^e - \gamma^e u^e \mathbf{h}_j) \right] d\Omega \\
+ \delta u^e \int_{\Omega} (b_i + \gamma \mathbf{h}_j)(\tilde{q}_i + \tilde{q}_j) d\Omega + \delta u^e f^e = 0 .
\]

(31)

Assuming constant \( \alpha \) to be constant in each element and using (28) gives the following discrete constitutive law:

\[
\tilde{q}_i = -\alpha_{ij} \tilde{g}_j , \\
\tilde{q} \mathbf{H}_u = -\alpha_{ij} \mathbf{H}_{ij} \tilde{g} , \\
\mathbf{H}_q = \int_{\Omega} \mathbf{h}_j \mathbf{h}_j dA ;
\]

(32a)

(32b)

(32c)

the discrete gradient equation

\[
\tilde{g}_i = a_i = b_i^e u^e , \\
\tilde{g} = a_3 = \gamma^e u^e ,
\]

(33)

and the discrete conservation equation

\[
f^e = -A \left( b_i \tilde{q}_i + \frac{1}{A} \gamma \mathbf{H}_u \tilde{q} \right) .
\]

(34)

Comparing (21) and (34) shows that if we define the relation between \( \tilde{q} \) and \( \tilde{q} \) by

\[
\tilde{q} = \frac{1}{A} \mathbf{H}_u \tilde{q} ,
\]

(35a)

then the relation between the hourglass variables, the counterpart of (20), is

\[
\tilde{q} = -\frac{1}{A} \alpha_{ij} \mathbf{H}_{ij} \tilde{g} ,
\]

(35b)
and for an isotropic material, we obtain

\[ \tilde{q} = -\frac{1}{A} H_i \alpha \tilde{g} \].

(35c)

The conductance matrix is then given by (substitute (33) and (32) into (34))

\[ K^e = \Lambda \alpha_i b_i b^i_j + \alpha_j H_{ij} \gamma \gamma^i. \]

(36a)

Comparing (36a) and (23a) for an isotropic material gives

\[ \tilde{e} = \frac{1}{A} H_{ij} \tilde{e}. \]

(36b)

**REMARK 2.6.** Since the approximations used here for \( g \) and \( q \) include all of the terms in the single field variational principle, (36a) gives the exact conductance matrix, see [20]; this form has also been given by Oden [22].

**REMARK 2.7.** Equation (35b) provides an alternative normalization for \( \tilde{e} \) which, in view of the above, provides the exact stiffness when \( \varepsilon = 1 \) for isotropic materials. For anisotropic materials, laws of the form of (20) can only be obtained through use of tensor forms of \( \varepsilon \), as can be seen from (35b).

For most practical computations, the cost of using forms such as (35b) is not justified by the additional accuracy. The following results of [16] for square meshes are of interest in this regard:

(i) for \( \varepsilon = 3 \), the assembly of the element conductance matrices at an interior point of a uniform rectangular mesh gives the standard 5-point finite difference stencil for the Laplacian;

(ii) for \( \varepsilon = 2 \), the assembly of the element conductance matrix for a uniform, square mesh gives the standard 9-point finite difference stencil for the Laplacian;

(iii) the rate of convergence for any \( \varepsilon > 0 \) is approximately of order \( h^2 \), but \( \varepsilon = 2 \) gives the best absolute accuracy in the problems studied. Moreover, if \( \varepsilon \) is a small number like \( 10^{-2} \), the rate of convergence is still of the order \( h^2 \).

The result (iii) suggests that the rate of convergence for the quadrilateral for one-point and \( 2 \times 2 \) quadrature is the same; i.e., that the use of reduced integration in this case does not decrease the rate of convergence. Based on these results, it appears that from a practical viewpoint, one alternative is to let \( \tilde{\alpha} = \tilde{\varepsilon} \alpha \) with \( \tilde{\varepsilon} \) a small number. However, in nonlinear problems, the diffusivity \( \alpha \) can vary significantly and the theoretical guidance provided by the mixed variational principle is quite valuable.

2.4. *Hourglass control in three dimensions*

In three dimensions, the shape function are given in the reference plane by

\[ N_i = \frac{1}{8}(1 + \xi_i \xi)(1 + \eta_i \eta)(1 + \zeta_i \zeta), \quad I = 1, \ldots, 8, \]

(37a)
where \( \xi_t, \eta_t \) and \( \zeta_t \) are the coordinates of node \( I \) in the reference plane. The transformation between the reference plane and the physical plane is given by

\[
x_i = x_{i,Nr}.
\]  

(37b)

In this subsection the range of Latin lower case subscripts is 3, Latin upper case subscripts is 8 and Greek subscripts is 4.

The uniform gradients obtained by one-point quadrature are defined by [11],

\[
\bar{g}_i = \bar{u}_i = \frac{1}{V} \int_{V_i} u_i dV = B_{ii} \bar{u}_i^T.
\]

(38)

The development of the terms of the \( B \) matrix is quite elaborate, so we give only the final result from [11],

\[
\bar{B}_{11} = 12VB_{11} = y_2(z_{63} + z_{54}) + y_3z_{24} + y_4(z_{38} + z_{25}) + y_5(z_{86} + z_{42}) + y_6z_{52} + y_8z_{45}.
\]

(39)

The other terms of the \( B \) matrix in row 1 are obtained by simply permuting the nodal coordinates according to Table 1.

For example,

\[
12VB_{13} = y_4(z_{81} + z_{72}) + y_1z_{42} + y_2(z_{16} + z_{47}) + y_7(z_{68} + z_{24}) + y_8z_{74} + y_6z_{27}.
\]

The other three rows are obtained by interchanging \( x, y, z \) according to Table 2.

For example,

\[
12VB_{33} = x_4(y_{81} + y_{72}) + x_1y_{42} + x_2(y_{16} + y_{47}) + x_7(y_{68} + y_{24}) + x_8y_{74} + x_6y_{27}.
\]

The matrices \( s \) and \( h_i \) are defined in Table 3. Note there are now 4 improper singular modes, since the \( R \) matrix is of dimension 3, the order of the element matrix is 8, and there is only one proper singular mode; 8 (degrees of freedom) - 3 (constant gradients) - 1 (proper singular mode) = 4 (improper singular modes).

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Permutations of node numbers for generating ( B_{11} ) from ( B_{11} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 1 )</td>
<td>2 3 4 5 6 7 8</td>
</tr>
<tr>
<td>2</td>
<td>3 4 1 6 7 8 5</td>
</tr>
<tr>
<td>3</td>
<td>4 1 2 7 8 5 6</td>
</tr>
<tr>
<td>4</td>
<td>1 2 3 8 5 6 7</td>
</tr>
<tr>
<td>5</td>
<td>8 7 6 1 4 3 2</td>
</tr>
<tr>
<td>6</td>
<td>5 8 7 2 1 4 3</td>
</tr>
<tr>
<td>7</td>
<td>6 5 8 3 2 1 4</td>
</tr>
<tr>
<td>8</td>
<td>7 6 5 4 3 2 1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Permutations of coordinates for generating rows 2 and 3 from row 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Row</td>
<td>( x ) ( y ) ( z )</td>
</tr>
<tr>
<td>1</td>
<td>( y ) ( z )</td>
</tr>
<tr>
<td>2</td>
<td>( z ) ( x )</td>
</tr>
<tr>
<td>3</td>
<td>( x ) ( y )</td>
</tr>
</tbody>
</table>
Table 3
The $h_i$ and $s$ vectors for the hexahedron

<table>
<thead>
<tr>
<th>Vector</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_1$</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
</tr>
<tr>
<td>$h_{11}$</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
<td>+1</td>
</tr>
<tr>
<td>$h_{21}$</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
</tr>
<tr>
<td>$h_{31}$</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
</tr>
<tr>
<td>$h_{41}$</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
</tr>
</tbody>
</table>

The volume is given by

$$v = \frac{1}{12} \sum_{i=1}^{8} \overline{B}_{ij} x_i \delta_{ij} \quad \text{(no sum on $i$)} \quad (40)$$

where $\overline{B}$ is defined in (39) and the sum is explicitly indicated since the repeated subscript $i$ is not summed.

The rows of the $B$ matrix are defined to be the vectors $b_i$, so

$$B = \left\{ \begin{array}{c} b_1 \\ b_2 \\ b_3 \end{array} \right\}.$$

It can be shown (albeit with considerable algebra) that

\begin{align*}
  b_i^1 x_j &= \delta_{ij}, \\
  b_i^1 s &= 0, \\
  s^1 h_r &= 0,
\end{align*}

where $x_j$ are the vectors of nodal coordinates analogous to (8c) and (8d). If the gradient and flux matrices are defined by

$$g = \left[ \begin{array}{c} g_x \\ g_y \\ g_z \end{array} \right], \quad q = \left[ \begin{array}{c} q_x \\ q_y \\ q_z \end{array} \right],$$

then

$$g = Bu^e.$$ 

The following results follow from (40)–(43):

(i) the gradient of a linear field $u = c_j x_j + c_0$ is given by $c_j$, so the $B$ matrix satisfies the consistency requirement;

(ii) if $u^e = s$, $g = 0$ and $s$ is defined to be the proper null-space of $B$.

It can be shown that if $u^e = h_\alpha$ for $\alpha = 1$ to 3, $g = 0$, but not for $\alpha = 4$. However, the dimension of the improper null space is 4. Fortunately, in the control procedure, it is not
necessary to identify the basis for this improper null-space, a basis for $R^8$ is sufficient. From this basis the 4 vectors $\gamma_a$ which control hourglassing through

$$g_\alpha = \gamma_\alpha^t u^t,$$  

(44)
can be constructed using the same conditions as for their two-dimensional counterpart (they are given after (13)). Since the 8 vectors $h_a, s$ and $b_i$ can be shown to be linearly independent if the nodes are distinct, they span the vector space $R^8$ and any vector can be expanded in terms of these base vectors, so

$$\gamma_a = a_{o}h_i + a_{a4}s + a_{o3}h_B.$$  

(45)

Since $\tilde{g}_i$ must vanish for an arbitrary linear field,

$$\gamma_a(c_0s + c_i x_i) = 0 \text{ for all } c_0, c_i.$$  

(46)

Substituting (45) into (46) and proceeding as in the two-dimensional case ((14) to (18)) gives

$$\gamma_a = \frac{1}{V} [h_a - (h'_a x_j) b_j].$$  

(47)

The generalized hourglass fluxes are related to $\tilde{g}_a$ by

$$\tilde{q}_a = -\alpha \tilde{g}_a.$$  

(48)

The nodal fluxes are given by the counterpart of (21),

$$f^t = -V(b'_i q_i + \gamma_i^t \tilde{q}_a),$$  

(49)

and the element matrix by the counterpart of (23),

$$K^t = aV(b_i b_i^t + \tilde{e}_c \gamma_c \gamma_c^t).$$  

(50)

**REMARK 2.8.** In [1], the $B$ matrix is obtained by evaluating it at the centroid rather than the mean form of (38) from [11]. The terms of the $B$ in [1] are given by the permutations of Tables 2 and 3 with (39) replaced by

$$B_{11} = \frac{1}{16V} [(z_{54} + z_{63}) y_{20} + (z_{42} + z_{60}) y_{53} + (z_{52} + z_{63}) y_{64}].$$  

(51)

This form does not exactly meet the consistency conditions (41a), but the effects of the small deviations from consistency are not yet known. Equation (51) has the advantage that $B_{i,i+4} = B_{i+4}$, so only 4 of the elements of each row need to be evaluated. For this form of $B$, $h_a, \alpha = 1$ to 4, span the improper null-space.
2.5. Hourglass control and the patch test

The patch test will be examined for hourglass control methods for the Laplace equations. For this purpose we consider the mesh shown in Fig. 3. The function $u$ is prescribed by a linear function along all outside nodes, so in each element

$$u^e = ax + by,$$  \hspace{1cm} (52)

where $a$ and $b$ are arbitrary constants.

The homogeneous form of the Laplace equation is considered. According to the patch test, the assembled value of $f$ which represents the contributions of all elements to $f_i$ must then vanish if the value of $u$ at the center node is given by the same linear function. In the standard patch test, the value of $u_i$ is obtained by solving the governing equations and then compared to the exact solution for the patch. Setting the value of $u_i$ and then checking $f_i$ is obviously an equivalent procedure.

If we use the form of the hourglass operator given in (19), and hence the element stiffness given by (23), we find with the help of (9–10) that $f_i$ is given by

$$f_i = a(y_{35} + y_{36} + y_{68} + y_{65}) + b(x_{35} + x_{63} + x_{65} + x_{66}) = 0.$$  \hspace{1cm} (53)

Note that this result is independent of the hourglass control parameter $\varepsilon$ since the generalized hourglass strain $\tilde{g}$ is not activated by a linear field.

![Fig. 3. Mesh for patch test.](image-url)
In the hourglass control of [1],

\[ \gamma = h , \]  

so

\[ K' = \alpha A (b b_i^\prime + e h h') . \]  

Repeating the same procedure, we find \( f_1 \) contains the same term as (52) plus an additional term which does not vanish and is given by

\[ f_1 = 4 \varepsilon (a \Delta x + b \Delta y) , \]  

where, as can be seen from Fig. 3, \( \Delta x \) and \( \Delta y \) are the displacement of the node 1 from the center of the domain. Thus, for rectangular elements, where \( \Delta x = \Delta y \neq 0 \), this hourglass procedure meets the patch test, but for irregularly shaped elements, it *fails the patch test*.

This result is not surprising once the characteristics which are required for an hourglass control to satisfy the patch test are examined. Since the one-point quadrature of the element stiffness gives a matrix which satisfies the patch test, the stabilization matrix and hence the hourglass projection operator should not be affected by linear fields, i.e., all linear (and constant) fields must be in the kernel of \( \gamma \). These conditions then make the form of \( \gamma \) which meets the patch test *uniquely* that given by (19), and any other form will not meet the patch test. This applies to the hourglass operators of [1, 6, 8].

### 3. Solid mechanics

#### 3.1. Hourglass control for continuum element in two dimensions

In solid mechanics, the components of the displacement field are approximated in a finite element analogously to (4) by

\[ u_i(x) = N_i(x) u_{ii} . \]  

The deformation of the material is characterized by velocity strains

\[ \dot{e}_{ii} = \frac{1}{2} ( \dot{u}_{ii} + \dot{u}_{ji} ) , \]  

where superposed dots designate time derivatives. The discrete operator \( B \) for a quadrilateral with one-point quadrature is given by

\[ B = \begin{pmatrix} b_1^i & 0^i \\ 0^i & b_2^i \\ b_2^i & b_1^i \end{pmatrix} , \]  

so

\[ \dot{e} = B \dot{d} \]  

\[ \dot{e} = B \dot{d} \]
where
\[ \epsilon^t = [\epsilon_x, \epsilon_y, 2\epsilon_{xy}] , \]
\[ d^e = [u_x^e, u_y^e] . \]

Using the orthogonality properties of (10), it follows immediately that the null space of \( B \) consists of the following vectors
\[ \hat{d}_i^e = \begin{bmatrix} s & 0 & h & 0 \\ 0 & s & -x & 0 \end{bmatrix} . \]

where each column of the above constitutes a separate vector \( \hat{d}_i^e \) so that \( B \hat{d}_i^e \) vanishes.

The first two vectors are obviously rigid body translations and the third is a rigid body rotation. The fourth and fifth are spurious singular modes associated with displacement fields for which the strains should not vanish. Hence we define the space spanned by the first three vectors of (62) to be the proper null-space of \( B \); the remaining two columns constitute the improper null-space, which is of dimension 2.

Therefore, to control the hourglass modes, we introduce 2 additional generalized strains, \( q_i \), which when combined with \( B \), span the complement of the proper null-space. The resulting matrix and formula for generalized strains is given by
\[ B^* = \begin{bmatrix} b_1^* & 0 \\ 0 & b_2^* \\ \gamma^* & 0 \\ 0 & \gamma^* \end{bmatrix} , \]
\[ \hat{q}_i = \gamma^* u_i^e ; \]

and using the same arguments as those in the previous section that led to (14)–(18), it follows that \( \gamma \) for the solid mechanics problem is also given by (19). Although the character of the null-space (kernel) of the operator \( B \) is now somewhat different, the requirements that the additional strains do not affect linear fields automatically leads to a form in which rigid body rotations are included in the kernel. It can be shown that the rows of \( B^* \) are linearly independent for a nondegenerate geometry, so \( B^* \) is of rank 5 and spans the complement of the proper null-space.

The Cauchy stresses are denoted by \( \sigma \) and are arranged in a column matrix
\[ \sigma^t = [\sigma_x, \sigma_y, \sigma_{xy}] . \]

and the generalized hourglass stresses are denoted by \( O_i \). The internal nodal forces are given by
\[ f_i^e = AB^{-1} \begin{bmatrix} \sigma \\ Q \end{bmatrix} = A(b_i \sigma_i + \gamma^* Q_i) . \]
For a hypoelastic material, the stress-strain law can be written as

\[
\begin{bmatrix}
\sigma^v_x \\
\sigma^v_y \\
\sigma^v_{xy}
\end{bmatrix} =
\begin{bmatrix}
C_{11} & C_{12} & C_{13} \\
C_{12} & C_{22} & C_{23} \\
C_{13} & C_{23} & C_{33}
\end{bmatrix}
\begin{bmatrix}
\varepsilon_x \\
\varepsilon_y \\
2\varepsilon_{xy}
\end{bmatrix},
\]

where the triangle denotes a frame-invariant rate. It is also necessary to develop a constitutive law for the generalized hourglass stresses and strains

\[ Q_i^v = G_{ij} \dot{q}_j. \]  \hspace{1cm} (67)

The frame-invariant rates for \( Q \) can be deduced from (65), which shows that it behaves like a vector. Hence,

\[ Q_i^v = \dot{Q}_i - W_{ij} Q_j, \]  \hspace{1cm} (68)

where

\[ W_{ij} = \frac{1}{2}(\dot{u}_{ij} - \dot{u}_{ji}). \]  \hspace{1cm} (69)

In two dimensions, (68) becomes

\[ Q_x^v = \dot{Q}_x - W_{12} Q_y, \quad Q_y^v = \dot{Q}_y + W_{12} Q_x. \]  \hspace{1cm} (70)

**Remark 3.1.** Equation (67) is given in rate form because in rate form \( \dot{q}_i \) vanishes for arbitrary linear velocity fields, so no hourglass resistance is developed regardless of the magnitude of the rigid body motion and this procedure is applicable to geometrically nonlinear problems. If (67) is not in rate form, it is not applicable to large displacement problems because \( q_i \) does not vanish for large rigid body rotations.

### 3.2. Generalized hourglass stress-strain law

In this section, some mechanical insight into the appropriate values of the material parameters for the hourglass generalized stresses and strains is provided by using the Hu-Washizu principle as in Section 2.3. The weak form associated with the Hu-Washizu principle is

\[
\int_{\Omega} \left[ \delta \varepsilon'(Ce - \sigma^v) + \delta \sigma'(\varepsilon - \nabla u) + \delta \nabla u' \sigma \right] d\Omega - \delta u' f_i = 0,
\]

where

\[
\sigma' = [\sigma_x, \sigma_y, \sigma_{xy}], \quad \varepsilon' = [\varepsilon_x, \varepsilon_y, 2\varepsilon_{xy}],
\]

\[
\nabla u' = [u_{x,x}, u_{y,y}, u_{x,y}, u_{y,x}],
\]

\[
C = \begin{bmatrix}
C_{11} & C_{12} & C_{13} \\
C_{12} & C_{22} & C_{23} \\
C_{13} & C_{23} & C_{33}
\end{bmatrix}.
\]

\[
(71a) \hspace{1cm} (71b) \hspace{1cm} (71c)
\]
In the continuum element, in contrast to the Laplace element, several alternatives are available in choosing the stress and strain fields. We choose the following:

\[
\sigma^v = \begin{pmatrix} \sigma_x^v + k_x A Q_x^v / H_{11} \\ \sigma_y^v + k_y A Q_y^v / H_{22} \\ \sigma_{xy}^v \end{pmatrix}, \quad \varepsilon = \begin{pmatrix} \varepsilon_x + k_x q_x \\ \varepsilon_y + k_y q_y \\ 2\varepsilon_{xy} \end{pmatrix},
\]

where \( k \) is given in (26b) and satisfies (29). Alternatively, the generalized hourglass stresses and strains could have been added to the shear terms. Applying (71a) to the above fields yields

\[
Q_x^v = \frac{1}{A} (H_{11} C_{11} q_x + H_{12} C_{12} q_y), \quad Q_y^v = \frac{1}{A} (H_{12} C_{12} q_x + H_{22} C_{22} q_y),
\]

and (66) for the uniform strain and stress components, and (63) and (65); \( H_{ij} \) is given by (32c).

### 3.3. Hourglass control in three dimensions

In three dimensions, the velocity gradient is given by

\[
\dot{u}_{ij} = B_{ij} \dot{u}_{ii}.
\]

In this case, the gradient operator is of rank 6. The hexahedral element has 24 degrees of freedom and its proper null-space is of dimension 6. Hence, the improper null-space is of

![Fig. 4. Hourglass modes in the x-direction for a prismatic hexahedron.](image)
dimension 12. For each displacement component, the null-space is spanned by the four vectors \( \mathbf{h}_i \). These are called hourglass modes. The \( x \)-components of the hourglass modes are shown in Fig. 4; the 8 other hourglass modes can be imagined by replacing changing the \( x \)-axis to the \( y \)-axis and then the \( z \)-axis. Following the arguments given in Section 2.4, it can be shown that if additional generalized gradients (velocity-strains) are defined by

\[
\dot{q}_{ai} = \gamma^i_a \dot{u}^i,
\]

where \( \gamma_a \) is defined by (47), then the rank of \( \mathbf{B}^* \) is 18, and it will span the complement of the proper null-space.

The nodal forces are given by

\[
f_{il} = V(\mathbf{B}_l \sigma_{ai} + \gamma_{ai} Q_{ai}).
\]

The implementation of this element with hourglass control is given in Table 4. As can be seen, a large part of the computations is devoted to computing the \( \mathbf{B} \) matrix. Table 4 uses a rearrangement of the computations of the hourglass strains which improve the efficiency substantially as compared to [11].

**Table 4**
Flow chart for implementation of uniform-strain elements with hourglass control in 3D continuum element.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Number of multiplications</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. compute ( \mathbf{B}_{il} ) (see (39))</td>
<td>168</td>
</tr>
<tr>
<td>2. ( H_{ai} = h_{ai} x_{al} )</td>
<td>(additions only)</td>
</tr>
<tr>
<td>3. ( \dot{u}_i = \mathbf{B}_i \mathbf{u}_i )</td>
<td>72</td>
</tr>
<tr>
<td>4. ( 2\dot{e}_{ij} = \dot{u}_j + \dot{u}_i )</td>
<td>9</td>
</tr>
<tr>
<td>( 2W_{ij} = u_{ij} - \dot{u}_{ij} )</td>
<td></td>
</tr>
<tr>
<td>5. ( \dot{q}<em>{ai} = \frac{1}{V}(h</em>{ai} \dot{u}<em>i - \dot{H}</em>{ai} u_{ai}) )</td>
<td>48</td>
</tr>
<tr>
<td>6. ( \sigma^j_{ai} = C_{ai} \dot{e}_{ai} )</td>
<td>depends on ( \sigma_{ai} \leftrightarrow \sigma_{ai} + \Delta t \sigma_{ai} ) material</td>
</tr>
<tr>
<td>7. ( Q_{ai} = G_{ai} \dot{q}_{ai} )</td>
<td>( Q_{ai} \leftrightarrow Q_{ai} + \Delta t Q_{ai} )</td>
</tr>
<tr>
<td>8. ( f_{il} = B_{li}(V \sigma_{li} - H_{ai} Q_{ai}) + h_{ai} Q_{ai} )</td>
<td>114</td>
</tr>
<tr>
<td>Total:</td>
<td>411</td>
</tr>
</tbody>
</table>

4. **Numerical results**

Two types of examples are reported. The first is a two-dimensional diffusion problem, the second a two-dimensional solid problem. The purpose of these examples is:

(i) to show that hourglass control is necessary to obtain reasonable solutions with one-point quadrature;

(ii) to examine the performance of the variable hourglass parameters in nonlinear problems.
EXAMPLE 4.1. The domain is circular. Four-fold symmetry was used, with the mesh shown in Fig. 5. The parameters are: radius = 5.0; \( \alpha = 0.04 \), \( u(x, 0) = 0.1 \). The outer boundary is insulated. A point source with the time history shown in Fig. 5 is applied at the center node.

The solution was obtained by explicit time integration. Fig. 6 shows a plot of the results with \( \varepsilon = 0 \), which corresponds to one-point quadrature with no stabilization. As can be seen, the result exhibits severe oscillations due to the rank-deficiency of the element.

The solution was then obtained for a nonlinear problem where

\[
\alpha(u) = \alpha_0(1 + 0.01u^{1.4}), \quad \alpha_0 = 0.04.
\]

Four cases were considered:

1. \( \tilde{\alpha} = \varepsilon \alpha_0, \varepsilon = 1.0 \),
2. \( \tilde{\alpha} = \varepsilon \alpha, \varepsilon = 1.0 \),
3. \( \tilde{\alpha} = \varepsilon \alpha, \varepsilon = 0.1 \),
4. \( \tilde{\alpha} = \varepsilon \alpha, \varepsilon = 2.0 \),

where \( \tilde{\varepsilon} \) is given in terms of \( \varepsilon \) by (23b). Selected results are shown in Fig. 7. As can be seen, Case (1), which fails to account for the change in \( \alpha \), is substantially in error. Cases (2) and (4)

Fig. 5. Mesh and time history of heat source \( s(t) \) for Example 4.1.

Fig. 6. Solution for Example 4.1 using one-point quadrature without stabilization.
EXAMPLE 4.2. This is a simply-supported beam shown in Fig. 8. The mesh consisted of 32 elements, 4 along the depth, 8 along the length. The problem parameters are: Young’s modulus, $E = 10^6$; thickness = 0.025; Poisson’s ratio, $\nu = 0.0$; density = 1000. The nonzero hourglass control coefficients are given by

$$G_{11} = G_{22} = \frac{1}{6} \kappa E A b_i' b_i$$
Fig. 8. Schematic of beam problem, Example 4.2.

Table 5
Results for elastic beam

<table>
<thead>
<tr>
<th>Pressure</th>
<th>$\kappa$</th>
<th>Peak deflection</th>
<th>Internal energy</th>
<th>Hourglass energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>$7.2 \times 10^3$</td>
<td>0.004</td>
<td>$9.98 E - 4$</td>
<td>$4.57 E - 2$</td>
<td>$0.06 E - 2$</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>$9.92 E - 4$</td>
<td>$4.49 E - 2$</td>
<td>$0.06 E - 2$</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>$9.81 E - 4$</td>
<td>$4.40 E - 2$</td>
<td>$0.10 E - 2$</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>$9.08 E - 4$</td>
<td>$3.78 E - 2$</td>
<td>$0.38 E - 2$</td>
</tr>
<tr>
<td></td>
<td>$2 \times 2$ quadrature</td>
<td>7.51 $E - 4$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>12 beam elem.</td>
<td>9.21 $E - 4$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$7.2 \times 10^5$</td>
<td>0.02</td>
<td>$6.78 E - 2$</td>
<td>$2.99 E + 2$</td>
<td>$0.2 E + 2$</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>$6.64 E - 2$</td>
<td>$2.97 E + 2$</td>
<td>$0.15 E + 2$</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>$6.29 E - 2$</td>
<td>$2.71 E + 2$</td>
<td>$0.24 E + 2$</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>$6.01 E - 2$</td>
<td>$2.44 E + 2$</td>
<td>$0.37 E + 2$</td>
</tr>
<tr>
<td></td>
<td>$2 \times 2$ quadrature</td>
<td>5.69 $E - 2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>12 beam elem.</td>
<td>6.06 $E - 2$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 9. Schematic and mesh for Example 4.3.
Fig. 10. Tip displacements for Example 4.3 for various values of \( \varepsilon \), selective reduced integration element and beam element.

\( \kappa \) is equivalent to that in [11] for \( \nu = 0 \). A uniform pressure which is a step function in time was applied over the span of the beam.

Results are given in Table 5 for a small and a large load, which result in geometrically linear and nonlinear response, respectively. Results for each load are also given for a fully integrated \( (2 \times 2 \) quadrature) element and a string of cubic beam elements; the latter may be considered
exact if shear effects are neglected. It can be seen that the element with hourglass control agrees quite well with the beam elements for $\kappa$ of order $10^{-2}$. The fully integrated element is too stiff, particularly for the small displacement problem where flexure dominates. This problem is particularly difficult for an element with hourglass control because the bending mode involves the hourglass mode. As can be seen from Table 5, when good results are obtained, 10% to 15% of the energy is in the hourglass mode.

\textit{Example 4.3.} The problems are described in Fig. 9. Skew symmetry is used; the upper half of the beam is modeled by 256 elements ($8 \times 32$). The element aspect ratio is 1 to 2. Results were also obtained with beam models consisting of 10 2-node $C^0$ elements with 10 integration points through the thickness for comparison. An elastic-plastic material with isotropic hardening was used: Young's modulus, $E = 3.0 \times 10^7$ psi; Poisson's ratio, $\nu = 0.0$; yield stress = 30,000 psi; plastic modulus $E_T = 65 \times 10^5$ psi. The tip displacements are shown in Fig. 10. Selective reduced integration, hourglass control with $\varepsilon = 0.01, 0.1$ and 1.0 were considered.

Selective reduced integration (SRI) elements agree somewhat better with the beam element. Partially this is attributable to the fact that one-point quadrature cannot capture the progress of the elastic-plastic front as well. However, while the one-point quadrature elements follow the shape of the load-deflection curve obtained by the beam, the SRI element already begins to exhibit stiffening.

5. Conclusions

The procedure for control of hourglass modes has been developed from two viewpoints: (1) from the algebraic viewpoint, by augmenting the rank deficient $B$ matrix so that it spans the complement of the proper null-space but does not violate consistency; and (2) from a variational viewpoint, wherein the procedure is obtained by using a mixed variational principle. The latter has been described only in 2 dimensions, but it provides some guidance for choosing the relationships between the generalized fluxes and gradients (hourglass constitutive law) for both linear and nonlinear materials.

The procedure has been developed for the 4 node quadrilateral and 8 node hexahedron. Both the diffusion equation and the momentum equation have been treated. Examples solutions have been obtained for both linear and nonlinear constitutive laws.

The following points are noteworthy:

1. The procedure described here satisfies the patch test whereas several alternative procedures do not and thus may deleteriously affect convergence.

2. The procedure appears to work well for both linear and nonlinear materials. While the $2 \times 2$ quadrature element is sometimes more accurate, it also locks and generally tends to be too stiff and it is significantly more costly in both computer time and storage.

A number of open questions remain. It would be desirable to have rigorous mathematical proofs of convergence at least for the linear case. Furthermore, a better understanding of the role of the magnitude $\varepsilon$ would be desirable. We have found that $\varepsilon$ must be greater than $10^{-2}$ to effectively control hourglassing, regardless of the precision of the computer, but no explanation is available for this lower bound.

Hourglass control combined with one-point quadrature has significant advantages so that its
use in computer codes for large scale calculations is irresistible [1–3]. The procedures described satisfy consistency and so apparently maintain the rate of convergence of the fully integrated element. These attributes provide an important justification, in addition to the usually cited advantages in efficiency, for their use.
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